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Abstract.—In larval transport investigations, the broad range of relevant spatial and temporal
scales, the imprecision of measurements of organism abundance, and the potentially complex
motions of water masses are particular concerns in developing research designs. These concerns
underscore a need both for collaboration between biologists and physicists, and for rapid adoption
of emerging technologies for measuring relevant processes at appropriate scales in the field. Many
branches of statistics have application to larval transport investigations. Requirements for accurate
description imply a need for greater emphasis on statistical estimation procedures and attention to
sources of bias, and accordingly less emphasis on statistical hypothesis testing, especially with
observational data. Strong null hypotheses should be advanced that are consistent with common
experience and reflect current knowledge. They then provide an invaluable framework against
which to compare empirical data. In larval transport research, advection-diffusion models,
physical models, explicit conceptual models, and stochastic models all can serve as null
hypotheses. Random-walk, Markov-chain models of the movements and expected vertical distri-
bution of larvae in the water column have merit for studies of vertical migration as a transport
mechanism. They also can be used to model the accumulation of larvae along shorelines and other
boundaries and may help explain layering of oceanic plankton. Spatial and temporal scales, target
and sampling populations, independent replication, and sampling gear bias are among the concepts
that require attention in the design of studies of the flux of larvae through an inlet, or of a particular
transport mechanism. Because, in larval transport studies, a variable of interest may change in
response to many external factors, careful examination of patterns of covariation may provide
more insight than will a focus on average values. New statistical approaches, such as the bootstrap,
offer promising alternatives to traditional statistical methodologies, and they underscore the
increasing application of computers to all phases of larval transport research, from research design

and data acquisition to data analysis and stochastic modeling.

One conclusion drawn at a recent North Atlan-
tic Treaty Organization Advanced Research Insti-
tute on mechanisms of migration by fishes was
that ‘‘lack of statistical rigor may be one of the
greatest weaknesses in previous work™ (Mc-
Cleave et al. 1984b). This lack is understandable,
given the potential spatiotemporal complexity of
fish migration, the range of scales involved, the
relative imprecision and unknown accuracy of
techniques for measuring fish abundance, the rel-
atively low resolution of many environmental data
sets, and the difficult logistics and high costs
associated with gathering such data. The biophys-
ical nature of fish migration and larval transport
points up the value of collaboration between
biologists and hydrographers (Crawford and Ca-
rey 1985) and the desirability of rapid application
of emerging technologies for measuring relevant
processes at appropriate spatiotemporal scales.

Fish migration research is not the only area
within ecology that has been criticized for a lack
of statistical rigor, nor is the problem simply

nonapplication of statistical concepts to the de-
sign, analysis, and interpretation of research.
Problems frequently have arisen, though, because
design concepts have been misunderstood and,
consequently, analytical procedures have been
misapplied (Underwood 1981; Hurlbert 1984).

In what follows, I discuss certain statistical
concepts as they relate to investigation of larval
transport through inlets. I will address these con-
cepts primarily in regard to fishes that are
spawned on the continental shelf off the south-
eastern United States and move landward through
inlets into estuaries (Weinstein 1981; Miller et al.
1984). This context was chosen because it is one
with which I am familiar, and because Oregon
Inlet, connecting the Atlantic Ocean with Pamlico
Sound, North Carolina, has been proposed for
modification by installation of large jetties, which
is of immediate interest because of the potential
effect of the jetties on larval transport.

The difficulty of research into larval transport
becomes more apparent when we consider what
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would be required for an adequate description of,
for example, the transport of larval Atlantic men-
haden Brevoortia tyrannus from spawning sites on
the edge of the continental shelf to low-salinity
waters at the head of an estuary. The temporal
scales extend from the minute-by-minute changes
in tidal current velocities, and perhaps in the
vertical elevation of the larva in the water column,
to the several months between the spawning of
the first egg and the arrival of the last larva at the
estuarine nursery ground. The spatial scales ex-
tend from the millimeters or centimeters relevant
to a larva’s response to boundaries, such as the
water surface or ocean floor, to the 10s of kilom-
eters required in describing the larva’s transport
route. Further, a description must take into ac-
count that the water mass in which the larva
swims is itself moving through space in complex
and difficult-to-predict ways (Harris 1980).

In order to provide an accurate, comprehen-
sive, and easily assimilated understanding of the
transport of Atlantic menhaden, then, a descrip-
tive model should simulate a temporal sequence
of synoptic ‘“‘frames,”” like a motion picture,
showing how the larvae move through time and
space. One would want to be able to ““zoom’” up
to observe the entire population as it dispersed
through time, and to ‘‘zoom’ down to observe
larval behavior on small spatial and short tempo-
ral scales. All this implies a need for sampling
synoptically and repeatedly at a range of spatial
scales, and measuring not merely fish densities
but a series of environmental variables as well. It
seems likely that the data required to develop
such a descriptive model will only be obtained in
a piecemeal fashion over a long period of time, if
at all. However, several researchers have demon-
strated that remarkable insights into larval trans-
port phenomena can be gained with rather limited
resources if ingenious sampling designs and novel
analytical approaches are used.

Hypothesis Testing versus Estimation

Platt (1964) argued that science advances most
rapidly through the systematic application of an
analytical inductive method he termed ‘‘strong
inference.’’ The scientist, Platt contended, should
approach any problem by first devising a set of
alternative hypotheses, then designing and carry-
ing out ‘‘crucial’’ experiments that will permit
exclusion of one or more of the hypotheses.
Repeated application of these steps produces a
branching logical tree and rapid progress in un-
derstanding. It is not irrelevant that he chose to
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illustrate the power of the method with examples
from experimental molecular biology and high-
energy physics.

Quinn and Dunham (1983) rejected ‘‘strong
inference’” as an appropriate model for investigat-
ing ecological phenomena, arguing that ‘‘postu-
lated ecological causes or relationships can rarely
be strictly disproven, although they may often be
shown to be unimportant or improbable.’” They
g0 on to point out that, because patterns and
processes in natural communities generally result
from many causal factors that act simultaneously
and interactively, the objective of research is
usually to evaluate the relative importance of the
different causal factors, rather than to distinguish
between several mutually exclusive alternative
hypotheses.

At first glance, testing hypotheses through the
formal methodology of statistical analysis is at-
tractive because it appears to offer an objective
basis for separating signal from background noise.
However, there is the inevitable trade-off between
failure to detect that a null hypothesis is false
(type-II error) and rejection of the null hypothesis
when it is true (type-I error). Everything else
being equal, if the investigator decides to reduce
the probability of type-I error by specifying a
priori a lower value of alpha, there is a simulta-
neous decrease in the power of the test to detect
‘“‘real” differences. The magnitude of a difference
required for ‘‘statistical significance,”” other
things being equal, is a function of replication; at
low levels of replication, the researcher may be in
a very weak position to detect treatment effects,
even when they are of substantial magnitude. At
the other extreme, high levels of replication may
allow the researcher to detect treatment effects
that are of such low magnitude that they are, for
all intents and purposes, trivial.

Ross (1985) has reminded us that hypothesis
testing is framed in terms of risk, the money or
other resources that will be lost as a result of a
given decision. As such, Ross argued, ‘it is in fact
irrelevant to science which is concerned with
making sense, not conserving resources.”’

Box et al. (1978) introduced the concept of
statistical hypothesis testing in a particularly in-
genious way. They showed how a time series can
be used as a ‘‘relevant reference set’’ for testing a
hypothesis about, in their example, the yield of a
chemical following modification of an industrial
process. That is, their test employs the actual
measured yields of the chemical prior to modifi-
cation of the process as a basis of comparison
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rather than a mathematical distribution such as
Student’s . Their test requires no assumptions
about statistical independence of successive val-
ues or about random sampling, unlike many stan-
dard techniques that are often incorrectly applied
to temporal or spatial sequences of data. Box et
al. also discussed the advantage of confidence
interval estimation over hypothesis testing: ‘Sig-
nificance testing in general has been a greatly
overworked procedure, and in many cases where
significance statements have been made it would
have been better to provide an interval within
which the value of the parameter would be ex-
pected to lie.”

The appeal of statistical hypothesis testing is
that it leads to relatively unequivocal decisions.
Yet empirical data never conform exactly to the
mathematical distributions underlying parametric
theory, and so tests are to a greater or lesser
extent approximations. The confidence limits ap-
proach, on the other hand, reminds the researcher
that he has measured some average or pattern
with a certain level of imprecision. The reason
why the theory associated with estimation would
seem to be more relevant to larval transport
research is that the taking of measurements out in
nature is fundamentally a procedure to enable
accurate description. Whatever control is em-
ployed (e.g., depth of a sampling device) is nom-
inal at best and therefore evidence bearing on a
hypothesis is necessarily associative or correla-
tive in principle—and this remains true whether
hypothesis-testing statistics are computed or not.

Statistical hypothesis testing is most appropri-
ate in an experimental context wherein treatments
can be randomly assigned to experimental units.
In larval transport research, statistical hypothesis
testing seems to be most useful in the analysis of
controlled experiments comparing, for example,
behavioral or physiological responses of a species
to different levels of a stimulus (e.g., Kelly et al.
1982). Interpretation of statistical tests of hypoth-
eses becomes increasingly problematical as one
moves from relatively simple phenomena, in
which univariate hypotheses are tested with rig-
idly controlled experiments and treatments are
randomly assigned to experimental units, towards
complex multivariate phenomena measured in a
natural system, in which several uncontrolled
factors may simultaneously influence several re-
sponse variables and treatments are not (or can
not be) randomly assigned to experimental units.

The inadequacy of statistical hypothesis testing
of ecological data is well illustrated by a recent
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paper by Millard and Lettenmaier (1986). They
described a procedure for optimizing the statisti-
cal power of monitoring programs designed to
detect ecological change following an environ-
mental perturbation such as activation of a new
wastewater discharge system. They admit the
ambiguity implicit in the interpretation of tests of
hypotheses for before-after designs ‘‘even if the
results of the ANOVA [analysis of variance]
indicate a change in organism density after the
occurrence of the event, the change can reason-
ably be attributed to the event only if it is known
that no other changes occurred in the environ-
ment that might also have affected the density.”
They then conclude: ‘‘A better approach, there-
fore, is to utilize control stations.”” But the
‘‘control station’’ approach simply adds addi-
tional assumptions about spatial uniformity, aside
from wastewater discharge, between the control
and potentially perturbed stations. Thus, a strong
element of faith remains within the hypothesis
test, and the skeptic can question the purpose of
computing exact ratios of mean squares and P-
values.

Perhaps ecologists have been oversold on the
desirability of, and necessity for, formal statistical
hypothesis testing because of the emphasis this
topic usually receives in courses on applied sta-
tistics and in applied statistical textbooks (e.g.,
Snedecor and Cochran 1967; Winer 1971; Steel
and Torrie 1980; Sokal and Rohlf 1981). It is true
that experimentation both in the laboratory and in
the field can provide profound insights into eco-
logical phenomena, but it is also true that ecology
is an observational science, necessarily con-
cerned with accurate description of uncontrolled
phenomena out in the natural world. It is for the
latter reason that the statistical training of ecolo-
gists deserves more emphasis on the statistical
theory of sampling and survey design. This
branch of statistics focuses, for example, on the
efficiency (in terms of costs and precision) of
alternative sampling designs for estimation of
parameters, and on ways of quantifying and deal-
ing with bias from various sources (e.g., Francis
1984; Hankin 1984; Schweigert et al. 1985). Ecol-
ogists, perhaps, have not sufficiently appreciated
that the validity of parameter estimates based
upon sampling depend crucially upon the way in
which the sample units to be actually measured
are selected from among those in the population.
The term ‘‘scientific sample’” denotes a sample in
which the measured sample units are selected
with known (not necessarily equal) probability.
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Multivariate analysis (Pielou 1984), time-series
analysis (Bloomfield 1976), spectral analysis (Den-
man 1975), and circular-distribution analysis
(Batschelet 1981) are other branches of applied
statistics that seem particularly useful in larval
transport research.

Weak versus Strong Null Hypotheses

Whether one chooses to employ statistical hy-
pothesis testing or not, one still should formulate
null hypotheses. The role of null hypotheses and
so-called ‘“‘null models’’ in community ecology
has received a great deal of attention in recent
years (Strong et al. 1984). Although their value for
addressing certain ecological phenomena is debat-
able (Quinn and Dunham 1983), properly formu-
lated null hypotheses can provide a necessary
basis of reference against which empirical data
may be compared (Strong 1980).

Too often, biologists have been content with
weak or trivial null hypotheses that specify, for
example, that mean values are equal or that a
regression or correlation coefficient is zero, even
when experience indicates such a null hypothesis
is false, foolish, or absurd. Trivial null hypotheses
of this form are intellectually unsettling if for no
other reason than that they imply nothing is
known about the phenomenon in question. To
quote Ross (1985): “‘If knowledge were accumu-
lating the incumbent hypothesis would hardly
ever be that of no correlation or no effect. Yet this
is what is tested routinely, as if all that had gone
before counted for nought.”’

The null hypothesis for a specific case should
specify the current state of knowledge of the
investigator with regard to a phenomenon. For
example, abundant scientific evidence and com-
mon experience confirm that larval Atlantic men-
haden spawned on the continental shelf are sub-
sequently found within North Carolina estuaries.
The question then is not whether transport oc-
curs, but rather: ‘‘Are more Atlantic menhaden
transported to the estuaries than one would ex-
pect based on random dispersal?’’ Atlantic men-
haden are highly fecund (Nelson et al. 1977), and
it is conceivable that their abundance in estuaries
has obscured the possibilities (1) that the vast
majority of each cohort fails to reach estuaries
because they disperse to inhospitable environs
and subsequently die, and (2) that variation in
annual cohort strength in estuaries simply reflects
variation in annual patterns of circulation on the
continental shelf. If we are to assess the relative
effectiveness of transport, we must account for
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those elements of the spawn that do not attain
their nursery ground, as well as those that do
(Leggett 1984). This would require an extensive
program to monitor the currents, eggs, and larvae
on the outer continental shelf and the Gulf Stream
for several months, in each of several years. In
any case, it is apparent that many larval fishes are
carried far beyond their normal ranges (Markle et
al. 1980; Flierl and Wroblewski 1985).

Models provide the grist for specifying non-
trivial null hypotheses. Fortier and Leggett (1982)
have skillfully employed advection—diffusion
models in larval transport research and De Angelis
and Yeh (1984) have demonstrated the utility of
biased random-walk models for simulating trans-
port. Miller et al. (1984) have described seasonal
circulation patterns over the continental shelf off
North Carolina. A null hypothesis appropriate for
investigation of cross-shelf transport off North
Carolina might, therefore, consist of a three-di-
mensional, biased, random-walk model that incor-
porates the circulation patterns described by
Miller et al. (1984) for the time between spawning
on the outer shelf and recruitment of larvae to the
estuary. If mortality rates were incorporated into
the model, the model could be used to provide
location- and depth-specific estimates of larval
density, which could then be compared with em-
pirical measurements of larval density and current
vectors at depth (Legendre and Demers 1984).

Scaled-down physical models also have appli-
cation to larval transport research. For example,
the construction of a scaled-down physical replica
of Oregon Inlet permitted simulation of current
patterns and larval transport through the inlet,
both with and without the proposed large jetties in
place (Hollyfield and Frankensteen 1980). These
simulations could provide guidance in the alloca-
tion of sampling effort in time and space as well as
a framework against which to compare empirical
measurements of transport through the inlet.

Vertical Migration Models

By moving vertically in the water column, an
organism may (1) enter an estuary or move land-
ward or both, (2) maintain its approximate hori-
zontal position within an estuary and avoid being
flushed seaward, or (3) enhance its movement
seaward (Rogers 1940; Pearcy 1962; Pearcy and
Richards 1962; Graham and Davis 1971; Graham
1972; Able 1978; Weinstein et al. 1980; Fortier and
Leggett 1982; Rothlisberg 1982). In some cases,
the organism makes regular vertical movements in
phase with the tide; in others, it attains a partic-
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FiGURE 1.—The simulated track of an organism mov-
ing about the water column over time. The water
column has an arbitrary depth of 100 units. The track
represents 5,000 stochastic steps of a random walk; the
organism has a 50% probability of moving either up or
down, or, if it is a boundary, a 50% probability of either
staying at or moving from the boundary.

ular stratum in the water column and stays there.
These considerations suggest that stochastic mod-
els of vertical migration may be useful as null
hypotheses in studies of vertical migration as a
larval transport mechanism.

As a first model for examining the behavior of a
hypothetical organism moving randomly in the
vertical plane, let us consider a simple random-
walk Markov chain (Parzen 1960; Hillier and
Lieberman 1980; Legendre and Legendre 1983) in
which the organism, with equal probability,
moves either one unit up or one unit down during
each time interval. Think of the water column as
subdivided horizontally into several ‘‘slices’ of
unit thickness. On entering the uppermost slice,
bounded by the surface film, the organism, during
the next time interval (or step), either remains at
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the surface with probability p, or moves one unit
downward with probability ¢ = 1 — p. The
corresponding specification applies to the orga-
nism if it enters the lowermost slice as well. A
pseudorandom number generator on a computer
was used to simulate the track of one such hypo-
thetical organism through time for the case in
which p = ¢ = 0.50 (Figure 1). The transition
matrix for this model, and others to be consid-
ered, will have as many rows (and columns) as
there are slices making up the water column
(Table 1).

One could use Monte Carlo simulations to track
the organism through time and, by keeping ac-
count of how much time it spent in each slice, get
a picture of its expected vertical distribution. But
there is an easier, analytical, approach. Parzen
(1960) showed that a Markov chain of this form
will achieve a statistical equilibrium after a large
number of steps (movements of the organism).
One can, therefore, directly compute the station-
ary probabilities for each slice of the water col-
umn. For the model discussed above, where p =
g = 0.5, the stationary probabilities are equal,
meaning that, over the long term, the organism
will spend an equal amount of time in each slice.

The attractiveness of the bottom and surface
can be varied by varying the transition probabili-
ties, p and g, in the top and bottom rows of the
transition matrix (Table 1). Recall that ¢ is the
probability that in the next time interval the
organism moves from the top or bottom slice
towards midwater. If the water column is arbi-
trarily subdivided into 100 slices, the stationary
probabilities () are:

M, = M0 = (2 + 196¢)~! for the surface and
bottom slices, and m,, 75, . . ., Ty = 2g@)(2 +
1964) ! for intermediate slices. So for any speci-

TABLE 1.—Transition matrix for a random-walk Markov chain in which an organism has an equal probability of
moving one unit up or one unit down during each successive time interval. If it reaches the surface it will remain
there during the next time interval with probability p, or move down one unit with probability g = 1 — p. Similarly,
if it reaches the bottom it will remain there during the next time interval with probability p, or move upwards one

unit with probability gq.
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FiGURe 2.—Relationship between the expected
amount of time an organism would occupy the surface
or bottom *‘slices’’ of the water column and the proba-
bility that, on encountering either boundary, the orga-
nism moves toward midwater, based on a random-walk,
Markov-chain model.

fied value of g, the proportion of time spent in the
boundary slices will be 2(2 + 196g) . Only when
q drops below about 0.3 does the proportion of
time spent in the two boundary slices appreciably
increase (Figure 2).

In the above model, the organism does not
‘“‘recognize’’ the surface or bottom, and conse-
quently modify its behavior, until it is within
either the upper or lower one-hundredth of the
water column. In nature, however, water velocity
decreases as one approaches a fixed boundary
(Vogel 1981), and it is worthwhile to consider a
model in which the larvae take advantage of the
slower velocities of the boundary layer in the
lowermost portion of the water column to make
greater progress against a current, or, at least, to
reduce the rate at which they would otherwise be
swept seaward on a falling tide. In such a model,
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it would be assumed that the larvae detect the
lower current velocities of the boundary layer and
respond by decreasing the probability that they
will move upward in the water column away from
the slower velocities adjacent to the bottom. A
simple random-walk Markov chain to model the
hypothesized boundary layer transport mecha-
nism would have transition matrix probabilities
that reflect logarithmically decreasing water ve-
locities down through the five lowermost ‘slices’
that make up the boundary layer, but that here,
for simplicity, are held constant in the uppermost
95 slices (Table 2). Above the boundary layer,
then, the organism is equally likely to move up or
down, but once it enters the boundary layer its
probability of moving up sharply decreases. The
stationary probabilities for this model indicate
that one would expect to find the hypothetical
larval fish in the lowest (100th) slice about 98.8%
of the time. Additional realism could be incorpo-
rated into this admittedly oversimplified model by
making provision for variation in current veloci-
ties throughout the water column.

The attractiveness of this particular model for
me arises from my observation of thousands of
very young sockeye salmon Oncorhynchus nerka
swimming steadily upstream through a stretch of
rapids by remaining very close to the cobble
bottom of a river in western Alaska. Several
published studies have suggested the importance
of the boundary layer to small fish likely to be
swept downriver (Weinstein et al. 1980) or off-
shore by current (Brewer et al. 1984; Brewer and
Kleppel 1986) and, therefore, lend indirect sup-
port to the boundary layer model. At very high
current velocities, however, the converse situa-
tion may also apply because of bottom scouring.
A correlation between catch rates of small plaice
Pleuronectes platessa and amounts of resus-
pended matter in the water column led Rijnsdorp

TABLE 2.—Transition matrix for a random-walk Markov chain in which the transition probabilities for an
organism reflect an approximately logarithmic decrease in water velocity in a hypothetical lower boundary layer.

0.5 0.5 0 0 0 . . .
0.5 0 0.5 0 0 . . .
0 0.5 0 0.5 0 4 . .

0 0.5 0 0 0 0 0
0.5 0 0.5 0 0 0 0
0 0.5 0 0.5 0 0 0
0 0 0.18 0 0.82 0 0
0 0 0 0.07 0 0.93 0
0 0 0 0 0.03 0 0.97
0 0 0 0 0 0.01 0.99
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FIGURE 3.—Stationary vertical distributions of larvae
in the water column that apply for different values of p;
p is the probability that, in midwater, an organism will
move downward, and 1.0 — p = q is the probability that
it will move upward. The stationary probability for the
ith horizontal slice of water is (p/g)’ [1 — (p/g)] [1 —
PIP™ i =0,1,2,...,99. Relative abundance is
expressed as multiples of the number of larvae at the
surface.

et al. (1985) to suggest that the fish were being
swept off the bottom at the time of peak tidal flows.

Finally, let us consider a model that reveals
how only a very subtle vertical preference on the
part of the organism implies a substantial depar-
ture from a uniform distribution. A solution pre-
sented by Parzen (1960) for a random-walk model
with retaining barriers can be used to model the
vertical distribution of a larva that has a greater
tendency to swim upwards than downwards, or
vice versa, perhaps because of light or tempera-
ture preferences, predator avoidance, or feeding.
Even if the organism has only a slightly greater
probability of moving downward than upward, it
will spend far more time in the lower part of the
water column (Figure 3). For example, if the
probability of the organism moving downwards is
only 0.503125 versus 0.496875 for moving up-
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wards, the model implies that the organism should
be about five times more abundant near the bot-
tom than near the surface. Slightly increasing the
probability of moving downward from 0.503125 to
0.5125 sharply increases the departure from a
uniform distribution (Figure 3).

In order to use a random-walk Markov chain to
model the vertical migration or distribution of a
particular larval fish or invertebrate, it would be
necessary to incorporate information on the depth
of the water column and the organism’s potential
rate of movement vertically, i.e., to introduce
specific scales to the model. In a more general
sense, if we assume a larval fish moves forward at
the rate of 1 body length/s, then we can examine
the relationship between the minimum time re-
quired to move 10 m up or down in the water
column, and the angle of declination of the fish’s
path from the horizontal (Figure 4). For example,
a 20-mm larval fish tilting downward at an angle of
4° would descend 10 m in about 2 h. This sort of
approach only provides a rough idea of what is
possible, given certain assumptions. By way of
comparison, empirical measurements of free-
living, 8.1-10.0-mm yellowtail flounder Limanda
Sferruginea showed that they may move vertically
as much as 25 m in 3 h (Smith et al. 1977).
Furthermore, many marine invertebrate larvae
can move vertically at rates of 10-50 m/h (Milei-
kovsky 1973; Righter 1973).

I have described these random-walk Markov-
chain models in terms of the vertical dimension,
with the surface and bottom or, for example,
surface and pycnocline as boundaries, but they
can serve in the horizontal plane as well to model
phenomena such as the accumulation of orga-
nisms along a frontal system. Because, in general,
the current will decrease as one approaches the
lateral boundaries of an estuary or tidal creek, the
boundary layer model could be conceptually ro-
tated 90° to simulate the aggregation of larvae
along shorelines.

Statistical Design Considerations

I next discuss certain statistical design concepts
as they apply to measuring larval transport through
coastal inlets. It is assumed that the purpose of
such a study would be to either measure the flux of
larvae or to test hypotheses about mechanisms
employed by larvae to effect their transport.

An initial consideration is that of scales (Haury
et al. 1977; Harris 1980; Gagnon and LaCroix
1982). An organism may move through a medium
that is itself moving, and questions of appropriate
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horizontal for a larval fish moving forward at one body length (L) per second.

temporal and spatial scales for the design arise
immediately. If, for example, the hypothesis in-
volves the larva’s response to physical features
having scales on the order of 10s of centimeters,
the design and the sampling device must provide
for replicate sampling on the order of centimeters.
Similarly, if the system under study involves any
periodic source of variability (e.g., tide) then the
design must provide for a sampling frequency at
least four times the frequency of the periodic
influence in order to avoid a biased and overly
simplistic representation of the system (Platt and
Denman 1975; Kelly 1976). If episodic, short-term
events are hypothesized to have major effects on
transport, the sampling period must be long
enough to encompass several such events, as well
as nonevent periods for comparison. If the pur-
pose of the research is to compare flux of larvae
across a cross-section of an inlet under different
environmental conditions, one needs to be aware
of sources of bias that may arise from flux com-
putation methods based on the product of average
velocity times average concentration (density)
(see Boon 1978).

A second consideration is the care that must be
exercised to ensure that the population of sample
units from which a sample will be selected (sam-
pling population), coincides with the population of
sampling units for which the investigator wishes
to make inferences (target population) (Cochran
1977). In larval transport research, a sampling unit
might be a certain volume of water in a specified
time interval. The target population might then be
specified as all those volumes of water contained
within some geographical boundaries during the
specified time interval. However, if all of the
sample units are not accessible to the sampling
device, the sampling population will not coincide
with the target population, and inferences about
the target population will require extrapolation.
The magnitude of the bias will depend upon the
extent to which the excluded sample units differ in
terms of the dependent variable(s) from those in
the sampling population.

A third statistical concept is that of replication.
The validity of many types of statistical inferences
is grounded in independent replication at the
design level(s) at which inferences will be made.
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This means that, if inferences are to be made
about the vertical distribution of a particular or-
ganism in a particular estuary during a particular
time interval, samples must be taken repeatedly
and independently throughout the water column
within that time interval and location. If infer-
ences are to be more general about the vertical
distribution of this species in estuaries, for exam-
ple, samples must be taken from more than one
estuary. If one wants to make inferences about
the consistency of an annual pattern, one must
replicate at the level of years, etc. The more
varied external environmental factors are during
the period, the stronger one’s inferences are; i.e.,
the fewer the caveats that need to be attached to
the inferences.

The question of how much replication is ade-
quate is not easily answered even though formu-
lae for estimating sample size requirements are
available (e.g., Cochran 1977; Cohen 1977; Green
1979). A conventional procedure is to estimate the
variation likely to be encountered either by doing
some preliminary sampling or by making calcula-
tions from existing data. In theory, this approach
has much to recommend it, but, because sample
variances themselves have variances, estimates of
required sample size may be far from the mark.
For example, the distribution of sample variances
from a negative binomial distribution, often an
appropriate model for positively skewed distribu-
tions of catch rates, shows that estimated sample
size requirements should be viewed as rough
approximations (Figure 5).

Replication levels often are determined not by
the inherent variability of the variable(s) being
measured, but by constraints imposed by the
availability of sampling equipment, personnel,
and other resources. When this is the case, esti-
mates of inherent variability can be used to esti-
mate the likely precision of parameter estimates.
This information then can be used to refine the
design in terms of allocation of total sampling
effort. At this stage, decisions can be made about
what information to sacrifice and what variables
to sample at higher intensity. In extreme cases,
there may be such an imbalance between required
precision and available resources for sampling
that it makes no sense to continue beyond the
initial planning phase. The patchiness of ichthyo-
plankton means, in general, that relatively high
levels of replication will be required to estimate
mean densities with even a moderate level of
precision. To develop a description of the move-
ments of young plaice over the tidal cycle in a 100
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FiGure 5.—The frequency distribution of sample
variances for 200 random samples of size 10 from a
negative binomial distribution; X is the Bernoulli suc-
cess parameter, o is the population variance; p is the
Bernoulli probability parameter.

X 1,000-m area, Kuipers (1973) took ‘‘about a
thousand’’ samples with a small trawl.

Some of these statistical considerations will
now be addressed, first in the context of an
investigation of larval flux through an inlet, and
later in the context of examining a hypothesis
about a transport mechanism.

Wc might begin a design for a larval flux study
by deciding on the three-dimensional space that is
relevant. Inasmuch as inferences are to be made
about transport through the inlet as a whole, the
water within the entire cross-section of the inlet
must be included within the sampling population.
Unless the water is homogeneous with respect to
chemical and physical properties and organism
densities, the efficiency of the design would be
increased by subdividing the cross-section into
two or more strata, portions of the cross-section
that are expected to be relatively homogeneous.
Note that there is no requirement that all the
sampling units making up a stratum be contigu-
ous, although this may usually be the case.
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If we wish to obtain a broader picture of circu-
lation patterns and larval densities, we would
extend the sampling seaward and landward. Be-
cause larvae can attain more than intermittent
(tidal) residency in the estuary only if they move
from the water mass being advected in and out on
the tidal cycle, we might especially wish to extend
the sampling landward to where turbulent diffu-
sion and active swimming (Fortier and Leggett
1982) permit the larvae to enter estuarine water.
Further, it would be desirable to extend the
sampling seaward from the inlet to include any
areas that might be expected to accumulate larvae
because of hydrography (Tanaka 1985).

The temporal dimension of the design will
depend upon the null hypothesis as well. For
example, if vertical migration is the hypothe-
sized mechanism of transport, stratification of
the design in the temporal dimension would be
advantageous because one could then dispropor-
tionally allocate sampling effort to those times
when the mechanism is predicted to be most
operational. On the other hand, if the hypothesis
involves the importance of irregular, sporadic
events, the sampling must extend over a suffi-
ciently long period to include several of these
events. In the sense that the flux of larvae
through an inlet is like the movement of a fluid
through a transparent pipe, irregularities (bub-
bles in the fluid) may be especially enlightening
about the rate of transport. Thus, if the sampling
frame extends from seaward of the inlet to well
up in the estuary, it may be feasible to track
irregularities in larval densities (or cohorts, if
they can be identified; see Graham and Town-
send 1985) through time and space and thereby
estimate rates of movement.

After stratifying the sampling frame into what
seems to be relatively homogeneous sets of sam-
ple units, one is faced with decisions about sam-
pling gears, concurrent measurements of chemical
and physical variables, replication levels, and
sampling frequency. All of these will depend upon
particular systems, organisms, and hypotheses,
so it is difficult to generalize beyond the suspicion
that designs for the study of transport mecha-
nisms will be far easier to implement than designs
for measuring flux (Imberger et al. 1983). When
those attempting to measure the flux of sediments,
particulate matter, or nutrients in the estuary
throw up their arms in dispair (Kjerfve et al.
1978), there seems no cause for optimism for
those interested in accurately measuring the flux
of actively swimming fishes and crustaceans.
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On the other hand, if the hypothesis concerns a
transport mechanism, then relatively simple de-
signs can be very effective. In a series of papers,
Fortier and Leggett (1982, 1983, 1984, 1985) dem-
onstrated the insights to be gained from relatively
simple designs that involve sampling several
depth strata at frequent intervals for periods of
several days. The high frequency and concurrent
sampling of fish larvae, current velocities and
directions, salinities, and temperature allowed
Fortier and Leggett to employ spectral analysis
and cross-correlation analysis to relate character-
istics of the fish to characteristics of the water
mass from which they were collected. They then
placed these findings in the context of other
information on the circulation of the St. Lawrence
estuary and biology of the fish to give us some of
our clearest evidence of transport mechanisms for
larval fishes.

Averages and Short-Term Events

If one is sampling from a single statistical dis-
tribution, it makes sense to focus on measures of
central tendency such as the arithmetic or geo-
metric mean. But if one is dealing with a dynamic
variable that continually changes in response to
several external factors, it makes more sense to
focus upon that variable’s pattern of change and
its relationship to the patterns of change of envi-
ronmental factors. The spatial and temporal het-
erogeneity of zooplankton patches, for example
was recently underscored by Omori and Hamner
(1982), who reported that swarms of some zoo-
plankters can have 1,000 times the average popu-
lation density. Where that level of heterogeneity
is common, the meaning of an average is elusive,
and the planktologist’s preoccupation with patch-
iness probably reflects an implicit recognition of
this. In this regard, Mackas et al. (1985) pointed
out that it is thus only the exceptional organism
that lives out its life under ‘‘average conditions.”

Several authors have argued that more atten-
tion should be concentrated on measuring trans-
port during what may be relatively ephemeral
events, such as the passage of cold fronts (Wein-
stein 1981; Yoder 1983; Shaw et al. 1985). It is
during brief, anomalous environmental conditions
that we may gain our greatest insights into trans-
port mechanisms, either because the mechanisms
only function episodically or because environ-
mental extremes induce extreme variation in
transport rates and thereby increase the chances
of detecting underlying mechanisms. Because of
the inherent unpredictability of such events, how-
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ever, one may be forced to sample for protracted
periods in order to observe enough anomalies to
draw conclusions.

Additional Considerations

Ontogenetic changes in the physiology and be-
havior of larvae imply that the efficiency of a
given sampling gear may change substantially
during the period of transport from the outer
continental shelf to estuarine waters. A slowly
towed bongo net may accurately measure the
density of larvae that are less than a week old and
well up in the water column, but it may give very
biased estimates of older larvae that are more
concentrated in a boundary layer or are strong
enough swimmers to avoid the net. If an orga-
nism’s transport through an inlet is largely contin-
gent on its acquisition of swimming competence,
sampling techniques must change from the outer
continental shelf to the estuary to maintain com-
parable capture efficiencies. As Omori and
Hamner (1982) argued, too great an emphasis on
standardization of sampling gear can easily lead to
inaccurate measurements of plankton densities.
They pointed out that the question should deter-
mine the sampling technique, not the other way
around. They went on to state: “‘If we all sample
the same way, we are constrained to examine our
data from the same point of view, models will be
further refined, and the data will take on a fasci-
nating precision . . . which is mistaken for true
and accurate description.”’

Longhurst (1984) described how new sampling
instruments have changed our concepts of the
pattern of biota in the upper part of the water
column: ‘““Two principal findings have emerged:
first, that some of the observed horizontal patch-
iness was an artifact because horizontal layers do
not always lie quite flat, so that their peaks and
troughs may be recorded as spurious patchiness in
the horizontal plane; second, and much more
importantly, that the layering of biota and related
variables is of a repeatability and complexity
previously unsuspected.”

Concluding Remarks

The theory of experimental design, sample sur-
vey design, and such parametric procedures for
statistical inference as the analysis of variance,
have been around for decades. However, the
increasing availability of digital computers in re-
cent years has made feasible the development of
an entirely new methodology for assessing statis-
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tical error. These new methods extend, and to
some extent replace, older analytical methodolo-
gies based upon assumed mathematical distribu-
tions with nonparametric approaches that utilize
the power of digital computers to rapidly manip-
ulate, resample, and calculate. These new meth-
ods both avoid assumptions about underlying
distributions and provide for more comprehensive
examination of the characteristics of data (Efron
and Gong 1983). These ‘‘computer-intensive’’
methods include the bootstrap, the jackknife,
cross-validation, random subsampling, and bal-
anced repeated replication (Efron 1982; Diaconis
and Efron 1983). They share in common the
feature that a large number of ‘‘fake’’ data sets are
generated by sampling with replacement from an
original data set. The desired statistic (e.g., mean,
median, regression coefficient, principal compo-
nent coefficient, etc.) is computed for each fake
data set, and the resulting distribution of these
values is then used in assessing the probable error
of the corresponding estimate computed from the
original data. Kimura and Balsiger (1985) have
provided an example of how the bootstrap can be
used to improve fish survey design, and Heltshe
and Forrester (1985) used the jackknife to exam-
ine the statistical properties of Brillouin’s and
Simpson’s indices of diversity. It seems likely that
these new methods will find a great deal of appli-
cation in all areas of science, including marine
ecology.
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